
Example 69 : Opinion Polling

Suppose that 40% of the population support a certain

political candidate .

Given a random sample of 150 individuals, find

1.) the expected value and variance of the
number

of sampled individuals that favour
the candidate

.

2.) the probability that more than half the sample
favour the candidate .
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Let Ki be the answer of the
i - th person ,

"

yes
"

meaning
1
,

and
"

no
"

meaning 0
.

⇒ Ifi n Bernoulli Cp) with p
-
- O- y

let y :
' EE
.

Hi ⇒ y ~ Binocular , p) ,
with u = 150



⇒ EEG ) = n - p = 150 * 0-4 = Go

✓ar ( Y ) = n - p - Cr - p ) = 150×0.4×0.6 = 36

Check the rule of thumbs

U -xp .= Go > 5
,

u x ( e -p) = 9075

⇒ Approximate Y by N( Goc 36) .

We want

PEY > 753

How can we compute this ?



1) Use the Binomial#

Let 4 be the calf of Bitcoin ( 150 , o - 4) .

R delivers

PIG >753=1 - PE y c- 753=1-4175)
= O. 005225

2) Approximate Y by a y
'
n NC60,36)

p [ Y > 75 ) a PE y
'
> 75.53€ = 1- Ego.gg ( 75.5)

= 0.004892 ( with R)

1- Ef
75.5 -Go

* continuity correction T)



3) Approximation and Lookup in Z -Table

Transform Y
'

to Z n Ncaa) :

PEY
'

> 75.53 = p [ a
E ]

=p [ Z > 75-5160-3 = PEZ > 155g ]

= PIZ > 2.583 ) = A - It (2-583)

= 1 - 0.9951 = 0 . 0049



How Many Measurements are Needed ?

We can use the CLT to determine the number of

measurements needed for a required accuracy
if we know the variance of the distribution of
measurements

.

I



Example 66 : we want to measure the distance to a

star with

• accuracy a
= 1 ( i. e.

,
with absolute error E E = o. s) and

• certainty 8=9506 .

The variance of the measurements is 82=22 .

let d be the exact
distance and He be the measurements .

The sample mean Tfa is close to a normal with

ten = µ and Gf = E
u -

Then

Icu - Mu Eu - M
-=- r Ncaa ) approximately .

Gu 81 In



We want u such that

PE - E - Eu -ma E3 a- 8

That is

yep E- TIE < II LII -u) - TIE]

xp
-

L - F- E < E - TIE]

=
r - 211 - IOLITE )) -- 2- IOLITE )) - r ,

hence

Io ( In Az ) Z ¥8 .

This is an example
where we need

⇐ In Io z II ( ?tzI )
the inverse of the

cdf to reason

⇒ In z 2oz ¥ ( 1¥)
backward from a

probability to
an argument .



We need an n such that

In z Ea Elite)
with

a = l ,
8 = 2
, 8=0.95 .

This yields

Tu z 2 I
'

( dtz) = 4. IS ( 0.975)

=
4*1.960 ( in Z - table )

= 4×1.959964 ( with R)

Hence n z (4×1.960) ' = 61.4656

is a sufficiently large number of measurements.



4.2 Sample Variance

If we make measurements of some quantity ,
we consider this

is evaluating a RV H . If we make several measurements,

then we consider them as evaluations of u Rus Hn , . . ., Hu

that are ii.d.
, having the same distribution as k .

How can we estimate the mean value of
the

distribution of It , ie . , EEE ] ?

The average Icu of the Hi , In
-

- I ¥
,

Ki
,

should be

a good estimate .

How can we check that this is conceptually the right
thing to do ?



Unbiased Estimators

Suppose It , Kay . . . , ki g - - .

Coe i. E - d
.

RVs .

A function F ( xn , . . .

,
Xu )

, if applied to Itn , . -
- ,
Hu
,

defines a new random variable F ( Itn
, . . .

,
tcu ) .

An example is Ttu
,
which is defined by

Fca , . . . , Xu ) = In (Xnt - - - tXu ) = In
.

Definition : let Hr , . . . , Hu be i. i.d . Rus
,
F : IR

"

→ Hh a function and

⑦ be a parameter (Glee mean , variance ,
or skew) of the

distribution of the ki .

Then the bias of F with respect to a far In , .
.
.

,
Hu is

E ( FLAN , . . . stfu)) - O,
and F ( Aa , . . . , Eu ) is an unbiased

estimator if the bias -isO
.



Examples : (e) The average Eu
= Iu IZ ki is an unbiased

estimator of the mean µ .

(2) The average squared
distance from the mean

or

-

I -2 # i -ol
'

E-n

is an unbiased estimator of the variance .
( Note that we used

µ,

not In
.

)

Proof. 61 If have calculated
several times that

EEEis = I ¥
. .

EEK is = I - n - ten

(2) Remember that Var CH) = ECHO -rt)
.

Thus

E ⇐ ÷
.

#i -rt) - E Een E Cti -ut -- I - u - 02=02



Estihrahugthe#ane
Consider the function

Texas
. .

. . as = In Enki -D
' ⇒

with I = ! I.fi .
Then one can calculate ( see lecture notes of 19120) that

EE FCK , . .

.

, ku)) =
"

If Varese) .

Thus
,
this is an estimator with bias ! But

T.TT
'

( xn , . .
. . xu ) = In Enlai - IT = : se

is unbiased ! This is also called the sample
Variance

.

* I
"

T2
"

is an
abuse of notation , motivated by the attempt to estimate the variance


