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Derivatives
-

Consider a function f :[a.b] → R
.

We want to define what is the steepness of the curve f

⇐#
t

tf Xo Cx, we can say what
is the steepness over the stretch

from Xo to x : it is the gain in height
divided by the

length of the stretch .

.

f- co - fo. 7
-

X - to



What happens if we choose x ever

÷÷÷÷:÷÷÷÷÷÷:÷÷*÷±±#of the quantity ¥+41
X - to

exists then we can see it as the¥epff inposition
we call if the derivative of t in Xo and denote it as

f-
'
exo ) = fine. = he;mo u



Integrals : Area under the curve
-

A question annoy frequently a Geometry, Physics ,

and Engineering is to determine the area below the

graph of a function .

Consider for example the function far , = XZ and

suppose we want to find out the area between

the x - axis from 0 to 1 in our coordinate system
and the graph of f :

fcxi.az
We would like

to do that far as

3%7:L .

- class of functions as



I deal : Brute Foree fax,=x2
- -

• Approximate the area from

below and above by putting

ii. me:O: :*:
above

"
"

he

• The sum of the areas of rectangles

is conceptually easy
to compute .

• The narrower the rectangles ,

the greater the lower approximation fax, = x 2

and the smaller the upper appooxi - #
Mah -

ou
.

T

" ::
on:*. : ÷÷t¥

age.

• The definition of the Riemann /Darboux integral
makes the formal .



• There are other ways to define the area under the

curve : Lebesgue approximated the area from above

and below by horizontal bars :

fuel =x2 fuel =x2d. n
.

^ -4 : n
-

r :
i € ,

" it-
l l
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# #

n aO Te
a O Te
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• However
,
to get the main idea of integrals ,

the formal

definition of areas is not important .

• Leibniz published the Fund mental Theorem of Differential

and Integral calculus in
1693
,
Riemann presented his

definition in 1854 .



We assume wow that for
"

reasonable
"

functions f

we have an intuitive understanding of what is

the area below f from a to b :

t

µ#%
.

We call this area
the integral of f from a to b

This is like

And write it

a big S
for " sum "

. -7J! text ok ,
e. g. , J! × ' de .

In an expression
like 42 ax 'y' de .

the x in de

tells us what is the variable of the function .



How are

f and I fade
belated ?

Idea 2 : Generalize !
- -

we generalize the problem of finding the area under f

from a fo b to the one of finding the area face
t

a to arbitrary x 's :

##taxi :-. Sit de

The figure shows Fcxo)
,
Feta ) , Fetz)

q
Xo Xl "2 y



If we know F, then we
also know the area under f

from some Xo E Ea ,b] to some X
,
C- [ Xo , b] ! It is

t

f!! fapdy = SAM fay , dy - S! fays dy ¥y
*⇒*⇒

t¥¥i
q

Xo Xl "2 y

be study how sleep is
Fi from x. to x. the slope of f is

Xr - X
o

.

÷: :: :c::÷÷o÷m
: t?÷÷÷

"

divided by the
width H -xd .



Suppose that f does not vary
too much

- fun,

( i.e.
, f is continuous ) .

IT:?:p;'s:&:: cager
totem

.

-

the blue area ,
which has size FCK ) - Farol

,
×.
- ×.

gets ever closer to the rectangle

with height fcxo ) and width X
.
- Xo

,
that is

,

Fck
, ) - Fcxo ) = fcxo )CXn - Xo ) .

and in the limit we have

him F-F⇒ = foxes
,

.

Xr -740 Xn - Xo
in short

F
'
= f .

( This is the essence of Leibniz
' Fundamental Theorem of Calculus . )



Question : How well do we know a function if
we know its derivative ?

let G be another fauctiou with G
'
- f. Then

(G - F )
'

= G
'
- F

'

= f - f = O .

We already know , if gcxl = coast
,
then g

'
= o

.

Also the converse holds :

tf g'Ki =D for all x in Ea is] ,
then there is

a constant c C- IR Sth
. gcx) = C for all x E [

a. b]
.

I proved by Mean Value Theorem )

we conclude : there is a constant CER Sth
.

G = Ft c
.



Suppose G
'
= f

.

How can we calculate integrals with G ?

×

We had Fox) = J fan dy
a

⇒ Fca) = J! fix, de = O area of width 0

Now
,

£ fey) dy = Fox) = Fox ) - Fca,
-

"

17 camels trick
"
-= Felt C - ( Fca ) t c) =Gcxi-C



Application : S! X ' de

Hee : + .. . .

if Gcxi =
,

then GIN = Af
,

If = t da is
=} 3×2=42 = feel
-

Therefore

I! x ' ok = Gcn ) - Geo ) = I - I = I



Application : Volume of a Sphere of Radius 1

here as #
disk

÷÷÷÷e÷:÷÷÷± ."
* The disk at position X , XEE-413 , ,

has area fax , = IT ref
.

i

,

i

y
i

• The volume of the sphere is then i

.

.
.

.

.

.

'

✓ = ! ! I raid X .
'

'
.

.
.
. -

.

.
-

-

-

i

'

• By Pythagoras, x't res
'
= n

.

⇒ re 2=1 - x ?

• If Gcx) = IT ( x - ¥ ) , then
G' cxl = fix ) .

⇒ V = f. ith - Mdt : Gen - Ge - ri .- it fr - I
'

- f- 1-TIP))
-

= # ( n - I th - Az ) = IT ¥ = # It
-



Consequence

• If we want to know the area under f
-

from a to b
,

we can find a function F

such that F
'
= f . Then the area

is

fab fat , de = Fca) - Fcb)

° If we want to find a function G suck that

- G
'

= f
-

- G ca ) = C

and find Gcb) for some b ,
then we know God = Ct

.

fabfcxidx .
If we have a way to compute the

area under f from e to b,

then we can compute Gcb) . Often , the area can be approximated .



How can we calculate lulegrals ?
-

Need to solve the problem
such an F is

Input : f called an

Output : F Sth F
'
= f f antique of f-

Investigate :

• How to compute derivatives f
'

from f

. How to
"

neeugiueer
"

f from f
'

Approach :

. Study laws of derivatives to find
laws of integration .



Laws of Derivation 1 : Multiplication by a constant
-

Suppose f has a derivative .

Consider gcxl = c.fax ) , CEIR

Then

g
'
exo) -- 417.. = fish

. X - Xo

= EYE
.

c .

'
= c. ein

.

to"If÷ e. fix. ,

Here we used that constants can be pulled out of a limit.
The calculation gives us the property

(c. f)
'
= of

'

,

that is
, multiplicative constants

can be pulled out of the

derivative .



Continuity of Addition and Multiplication
-
-

-

Recall that limits are generally compatible
with addition

and multiplication :

fish,. (feat gets )= feign. f- exit fits
,
9*3

fey, ( fits
. get ' ) =L;m×

.

feel . fez
.

gcxl

These properties are also
known as "

continuity of

addition and much -plica!-oh .



Laws of Derivation 2 : Derivative of a Sum

-
.

We next apply the continuity of addition
to derivatives

.

Suppose hey = feel t ga ) .
They

"exo ) - f?y×
.

ttg )
X - Xo

=
dim (f¥t¥g
x → Xo X - Xo

continuity ga) - gcfo )

"In
>
= E.m.

.

t 47. .

= f-
'
H? t g

'

exo )

Hence fftg)
'
= f 't g

'



Laws of Derivation 3 : Product Rule
-

To derive a rule for p ,
we will use the trick of adding and

subtracting a useful term ( generally known as
"

17 camels trick
"

)
.

Suppose hcxl = fcxi . get) .
Then

h'ko ) = fig, t9x - Xo
=

him taxi 943 - fcxo > gag tfcxogcx) - fa.co , gcxo )
x → Xo

#

X- Xo

= link. "tgcx, + too , x - Xo

=L;m×
.

. ftp..sc"
gcx) - gcxo )

+ fcxo ) lion-
X → Xo

X - Xo

= f'Ho ) -

g t fad -

g
'

exo)



Hence , Cf - g)
'

= f
'

g t fg
'

.

-

In Leibniz notation
,
this is

Ida fcxigcx) = fax fax,) gcxl t faff, ga)



Apph.ca#u : Derivatives of polynomials

Applying the
"

product rule
"

to x
' yields

da a = ad
,

x. x .-¥ . x) - x t x. (tax)
= A - X t X . I = 2X

We can also show by induction
that ¥ x

"
= u x

" "

:

dye × "' = da x. I = (da x ) . x " ex - fdzex ")
= r . x

"

t × . u x
" - ^

= x
"

thx
"

= Cute)X
"

we conclude : day III. = = x
"

" x
htt

T.in is an anti derivative of x
" "



Laws of Derivation 4 : chain Rule
-

ChaiuR We now consider a function that is the

composition of two functions . Suppose level - fcgcxi) .

Then he, - hcxo , fcgcxo ) ) - fagan)
b'exo) = Ism - - line-

x → Xo
X - Xo

x →×. X - Xo

"

17 camels tack
"

=
em .

x → Xo gcxol - g.Cx) X - Xo

=
em tf .

am

x → Xo gcxol - g.Cx)
X -7 Xo X - Xo

tf g is differentiable, =
him ¥Y)

then S is continuous ,
y → gcxo) gcx. ) - y

- 9
'
Ko )

then gcx ) → gcxo )

if x → xo . = f-
'

cycad ) . g'exo ) (tog)
'
= #

'

og) . g
'



d

Application : I Sir CR)

Let us suppose we know that Siu
'
= cos
,

that is
,
cosine is the denver hue of sine .

What is the derivative of sin (xD ?

We can watch the chair rule viewing f as fcy > = siucy,

and gcxl -- X
? Then fly) = cosy and g.

'

ca -- 2x
.

Then the chain rule tells us

dye since2) = Siu
'
( AZ ) - 2K = cos - 2x - 2x cos

We can remember the rule as telling us to first take

the derivative of the outer function
and then multiplying

it with the one of the inner fraction :
"

outer derivative times

inner derivative
"



Laws of Derivation 5 : Inverse Rule
-

Let g be the inverse function of f ,
that is

. fcgcx, )=x and 90-41) =Y

For example ,
let t : IR → Rt be the exponential

function fcx ) = exp ex, . Then f has an inverse function
,

the (natural) logarithm g : Rt→ IR
, gey, = log ad .

Then

I = Fux = fcgcxi) = f
'

cgcx)) . g'ex) .

by clean
rule

1
This gives us
-

g'KFftg
Note that not every function

has an inverse
. Note also

that the euglena of an inverse depends on what we assume

to be domain and range of f .



d

Application : I log Cx)
Let's assume we know that exp

'
ex) = exp .

f- Cx) = exp Cx) Actually ,

one way to define exp is to require
that

g Cx) = log ×
it up

'
= exp til exp co) = a

Thea there is exactly one function that satisfies
these

requirements .

What is log
' ?

Since

By the inverse rule exp
'

= eep

-

n
k i

log
'

ex, = -- = -

exp
'clog x ) exp ( log x ) =P ¥

since exp and log
are inverses



Laws of Derivation 6 : Simple Quotient Rule
-

Suppose that god =
I
fix,

i

consider ha , =
fax )

⇒
= taxi . gcx, .

Then hey = 1
.

Hence h 'cxI=0 . Therefore
,

O = U'ex) = f
'
ca . gcx ) t fax ) - g' ex,

⇒ fax , g'Cx ) -

-
- flex ) get

⇒ gear. - tf, sax, = - t¥
,
.¥= - III,

Hence
.

⇒ I
= - ¥2



lutegrahou
We distinguish different problems :

1
. Finding an anti derivative , i.e . given f,
-

find F sth F
'
= f

.

To express that F is an anti
derivative of f ,

we write

Fox, = ) find
This is not very precise, since f

has infinitely
many anti derivatives , which

all differ by a constant.

People often write therefore

I feel ok = Full t C
,

for instance
g*

2de = SI t c



lutegrahou
We distinguish different problems :

1
.
Find an anti derivative or indefinite integral , i. e., given f

find F sth F
'
= f

.

To express that F is an anti
derivative of f ,

we write

Fox, = ) find
This is not very precise, since f

has infinitely
many anti derivatives , which

all differ by a constant.

People often write therefore

I feel ok = Full t C
,

for instance
g*

2de = SI t c



2
.

Determine a def¥ ,
i.e

. , given f. a , b,

find the number

J! fax , ok .

for instance

!!He - x4de= Is it

3
.

Determine an improper integral , e. g. , given f. a,
-

find the number

I? fade :=h¥. . Itai
de

b

There are also f text de

for instance - o

J! ¥-2 de and f. I fcxi ok



What Does the Following Mean ?

| The integral of a negative fraction ?

what kind of area is that ?

f-

aj
The tilegoal of a function that
is parky positive , partly

negative ?

j! IT ( t - x 2) de Au integral where we
run

backwards through our
interval ?



Intuition : Speedometer
. You sit in a moving car ( ou rails)

.

you can 't look out of the window
,

but you
have a speedometer ,

and you
know whether the car moves forward

or backward .

. Can you find out at any moment
where you are ?

SIE) = Uct )



What Does the Following Mean ?

a↳
A car with negative velocity moves

backward
.

O,
⇒ The integral is negative

✓ ⇒ Areas have a saga : they can be positive

f or negative

A car whose velocity changes
between

µ/#b positive and negative
moves forward

and backward .

⇒ Positive areas
are added up ,

negative
toes are subtracted

we would like
the following rule to Golde :

- A

J IT ( A - N ) dt gab fax , dx t f! fade = [fats de .
^

To make this work , we need
that

If f ca de = - fab fax, ok



Intuition for the

Summary of Derivation Rules product rule
-

Og

( c. H' = c. f
' tog

g
Ot

µ
Af . Dg

(ft g) '= f
'
t g

g. of

(f - g)
'
= f

'
. g t f . g

' Many functions that
-

we

see are composed of

elementary functions ..

(fog)
'
= (f

'
- g ) . g

' em
,
e- x ;

( f-
"

I
'
=
-1

sin Cst )
,

since
')

f
'

of
' ' the chain rule says

how to compute

( ft)
"

= -

I
derivatives for them .

f-
2 da Siu t ' )

=
Ceos ( t

') .
2E



Integration. Suppose f- = F
'

, g = G
'

we derive them as mirrored versions of derivation rules

Remember :
F
'
- f ⇒ /! text d- = Fcb) - Fca )

c. f = of
'

= @ - fl ' fab c. fax, de CJ! fix) ok

ft g = F 't G
'

= f- + G)
'

fab fax, + guides Jbafcxidxt £944 de



Integration by Parts Rule
-

we introduce a shorthand : For a function h we write

[hcg] ! :-. h Cb) - heat = Sable '
en de

b

UCH la

( fg)
'
= fig c- fg

' Jabftxi - guy de

⇒ f' g = (fg)
'
- fg

'
= tact - g)

'

Hida - Sabfcxigex , ok
= [ text . gets ] ! - fbafcxigcxidx

If 'g= Jag) ' - lfg '

If
'

g -

- tg - ffg
'

'



Integration by Parts : Summary
- -
- -

-

gab f' ex , .ge , da = [ fuel - gcxifba-fafcxi.ge , de



Example x

iii.it . ¥
cos

= E. sing! - In ?
'

sin : de ¥iyµ
= fit . Sir IT - O . Sir o ) - [- cos x )!
= It . o - O - o t ( cos it - cos o ) #

o €
= O 1- ( C- 1) - t ) - o to =D



Integration by Parts : Example
-

fab f '

ex , .ge , da
= [ fuel . get ]! - fab fax , . g

'

ce , de

'
' f

j! x9 .

cots x da = [ is . sintxj! - f! it since , ok
= (it . sin I - o - Siu o ) - [- cos x ]!

IT

= O t [cos x)
,

= - A - 1 =
- 2



Integration by Substitution : Eliminate the Inner Function
-
-

-
-

-

(fog) . g
'
= (Fog)

'

facto g ) - g
'
= Jafeog) ' = [ Fog ]! = Fcgcb)) - Figes )

g.Cb)
= fgca, f

Sab tigon) - g'kick = ( Fegan ]! [ Fey , ] ?:P
g Cb )

= / toy , dy
goat

,

a



Example : Jj × . cos Cx
' ) de

Hog ) - g
'

J ! x . cos # Idk = Iz f! cos ex 2) . 2x de

T P
t get =x2

I 2 x
Z = Iz ) cos y dy

O

= I [ sin y )! = I ( o - o ) -- o
Siu

txt
IT



Example : Jot × . cos Cx 2) de

Sab f CgcxD - g
'

CH ok = ( Fc get)) ] !

J ! x . cos # Idk = If :{ x? cotscx, ok Fey , -- sin y

= I [ sin x ' ]¥ =L ( sin HE ' ) - Sho)
= I ( Sin T - Siu o ) = I ( O - O ) = O



Integration by Substitution : Eliminate the Inverse
-
-

We know

I! tcgcxil - g'kick = ( Fegan ]ba=[ Fcyifg!! = Ig !!! tcyidy ,
that is 5%1 where

y ¢ g. 4) =yL

Ig !!! hey ) dy = J! hcgcxy.gicxi.dk ) cos VI de
7

Assume hey ) = fC5cy,) . Then
ftoglg '

Ig !!! tcgiysdy = Jabftgcgcx))) - g'kick

-

-fabfcx ) . g'kick
-



Example : In
"

cosMy dy

Rule : Jg !!! fcojcy)) dy -

-fabfax ) - g
' Ide

4 74T

J costly dy = / cos ex) - 2x dy
7 q

g =x2
,

= -12k - Siu x} - I? 2. siuxde
9
'

-2x

^

-841=14--2.2
. Siu 2 - 2.1 - Siu n t [2 cos × ]?

=

me f 2 dos 2 - COST



Integration by Substitution : Example
-
-

Rule: Jg !!! fcjncy,) dy = fabfcx ) - g'Hide

g-
'Cb)

or Jab fcg-icxhdx-fg.ca , toy ) - g
'

cyl dy

f g-
^

What is J! coshtx ) dx ? g-
'exit

. gcyI=y2
g'cyl =2y

J! coshtx ) dx = Jmt' cosey) - Ly dy
a



Integration by Substitution : Example Ceutd .
)

-
-
-

ry
f g

'

apply integration

In
"
cosHII ) dx = J 2y . cosey) dy by parts

VI

f g z f
'

g

= [ 2y . sihcy)] ! - J 2 . sincy) dy
1

2

= ( 2- 2 - Siu (2) - 2 - i - since ) ) - 2 [ - cos cyl ]
.

= 4. sin (2) - 2 . Sir le ) t 2 cos @ ) - 2 . cos ca )



Inverse Functions
-

Examples of inverse functions :

exp
"

= log

sqr
"
= sqrt wheresqrcxi-x2.sc/rfCyI--ITysih-n--arcsiu

cos
- A

= cercus

tan
- r =

avatar

Also IT is the inverse of E3, . .

'



exp IN

logit)



XZ

rx



TIL
I

sin x

- ITIL

0 cos a

1
IT



arcsihx

sin x



arccosx

cos x



faux sin
cos X

are faux



Integrals of Inverse Functions
-

Suppose g -- f
"

is the inverse of f and suppose F
'

=f
.

What is gab gcx ) dx ? we will have to see

things that are
not

a
'

v there

= Sabi - guide
u v

'

u V
g 3 This also shows

= [
'
x. gtx, ] ! - lab x. g'cxldx that

F
'

x. gcx) - Fcgcx) )b

= [ x. gcxyab-fafigcxD.gr ' de
is an

b d anti derivative

=[ x. guff - f Tk
FO '" )d×

of g. Ea
b

⇐ [ x. guff - [ Fig 'M ]a
.



Examples : Integrals of averse Functions 11
-
-igcxl

= logx y - gcy ) - Fcgcyl )
-fga-1 a

anti derivative

\ flogxdx = x. logx - eepclogcxsl
of g

= x.log



Examples : Integrals of averse Functions 12
-
-igcxl

= arcsin X

w

:*:÷i÷÷:e-
sin a

=3 cos
2

= 1-
- a

O n

cos = -1/1 - sik

Now
,
f- = sin , F = - ① S

f gey , dy = y . gcy ) - Fcgcy ' )

Hence

J arcs in X de = X . arcsiux +

coscarcs.mx#=x.arcsinxtY1-siucaocsiuxR--x.arcsiuxtTT/



J arcs in x ok = x .

arcsiu x t -4¥

Why is this plausible ? Let's find the derivative of aresin !

-
n

we have f = Siu , g = arcs
in = f

f-
'
= cos = T/¥uL

By the inverse rule for derivation
we get

1

g
'
ex ) =
1-

=-_ =#
f

'

cgcx)) Tf r - si u2 ( are six )
-

V n - x 2
cos c arcs in Kl )

Reading backwards ,
this gives us another anti derivative

:

Aµ FT de = arcsin x

-



The Derivative of arctaulr
-

This willgive us the anti derivative of an import function :

First
,
the derivative of tan :

sin tan ' = =

)

tan
'

= To ⇒ cos 2 cost

cos
Z
t si u2 l

=-
=
-

COS 2 cos
2

tan = sin .

-1
COS

I. Ex -- - ÷i÷=s÷



The Derivative of arctan
-

12

f- = tan
,
f
'
= tan ' =# , g =

Arata

} this does not fit

arctau
'
=
1-- ⇒ archaicx ) = cost (

arc tan ca)
a

tan ' o arctan
-ng
f
'

of
tan - tons ⇒ tail = signs =% = Top - A
- much

⇒ ÷, = it taut ⇒ cos
'
= ¥ane better

1

arc tan
'
= co s2 ( arctaucx ) ) =
I = -
it tank arc fan Cx )) rt x

2

We conclude µ¥ek=arcta



Rules for Indefinite lute grads 11
-

we have seen that the function

Fox, = J! faddy ( a e dem f)

is an auto derivative ( =
indefinite integral ) off .

We can therefore compute indefinite integrals as we

did for definite integrals .
It's actually easier :

• we can ignore the integral
boundaries

( any a
will do

,
and X is anyway a variable

. we can ignore the
"

boxes
"

around functions,

i. e.
,
we drop the [ . ] !



Rules for Indefinite lute grads (z
-

J c - f ca de = c . J fax , de

I feel + get de e f text de t f gcx, de

J f
'
ex ) - gcx ) de

= fat - get - I text -g
'
ca de

J fcgcti ) - g
'

at de = J t 4) dYly=g*,

j f
'

ex , de = x. fin - J f-41 dy I y=jy×,



Rules for Indefinite lute grads : Compact T
#

-Orme

-

J c. f = c.ff

f ft g = If t Ig

f f !g = fg - J f. g '

j (fog) . g
'

= (f f) og

f g = id . g - (ft ) og ,
where g - f

"



The Mechanics of Applying Substitution 11
-
-

when calculating , thinking about f. g , and g
' is complicated .

Instead
, one uses Leibniz notation .

Consider

J x . cos it ok y=x2
- dy

= I { - cos x2 . 2x de Tex
-
- 2x = ? 2x de = dy

= I { cosy dy
= Iz Siu y This gives us also

*
TE

f x. cos x2dk=[ { Siu I]
= Iz sin ×2 o o

= { ( Siu t - Sino ) = O



The Mechanics of Applying Substitution 11
-
-

when calculating , thinking about f. g , and g
' is complicated .

Instead
, one uses Leibniz notation .

Consider

J X . cos X
' ok = Fcs) - Feel

= ) cos ca ) . xdx Substitution of x
? by y :

Y = XZ
= f cos y

' I dy
dy

-

. = Iz S cosy dy ⇒ I
= 2x

-

- z Siu y
⇒ Edy = x. d-

= Az Siu x2 = Fee )



The Mechanics of Applying Substitution 12
-
-

we could also have taken the "

inverse function approach
"

J x . cos it ok y=x2 ⇒ × = Tty

.

⇒ Ff -- They= gaff- cosy FYI DY
⇒ d×= DY

= f Iz cosy dy

= { sin y =

= Iz sin x2



The Mechanics of Applying Substitution 13
-

Let 's also redo our second example

y = VI ⇒ x = y
2

/ cos IVI ) dx
⇒
dx

u
' v Tde

= Zy
= J cos y

- 24 dy
⇒ de = 2y dy

u v
'

= sin y
- 2-1 - J sin y . 2 dy

= 2y - Siu y
- C - cosy - 2)

= 24 . Siu y t 2 cosy

= ZVI . Siu VI t 2 cos VI



/ cos HI ok y
-

- Ttx

= ) cosy . Zycly
⇒ x=y2

u v
' ⇒ d¥=2y

= 2) y cos y dy
u
'
u ⇒ de = 2x dy

= 2 y siuy - fi siuy dy

= 2 y - Siu -1 + cosy

=
ZVI . Siu VI t cos VI



Important Anti derivatives / Indefinite lutegrads
-

Jxa de =

, a t
- e

at n

f x - r de = log x

I e " ok = ex

j sin x ok = - cos X J cos × de = sin x

I ¥2 ok = arc tan x

J de = arcs in X J j¥Edx= arccosx

Remember that anti derivatives are only unique up
to

a constant. Therefore , these are not proper equalities.

Therefore, one often
adds a "

t C
"
to the end.



Improper Integrals
-

How can we understand

f-e- '' ok ?

For every y so ,

f
"
e
- ×dx= [ - e-

← Jo = - e-
Y
- c - E) = l - e-

Y

We note that

fine. l - e " = 0
.

We define foot ex ) dx - = lying, /! fetid
and conclude that [e-

"

de = I



Computing Integrals :

- -
-

1
. Symbolic integration : given a formula for f,

find a formula for ffcxide

2 .

Numerical integration : find the number /! fade
1) For every formula defining an

"

elementary
"

function f,

we can compute a formula for f
'
.

This is different for integrals . E. g., I e-
"da is not elementary.

There is an (ettrendy complicated) algorithm to

compute iruleyals of elementary functions if they
exist

( Risch 's algorithm ,

with toopage description)

compute algebra systems ,

like Wolfram Mathematica,

use heuristics for symbolic integration
.)

2) Methods exist since the late
'7th century , based on approximation

of areas. Newer method are based on randomization and

probabilistic techniques




