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6 Hypothesis Testing

Goal : show by an experiment that some measure has an effect .

The statement about the effect has the following form :

• the mean of a new distribution is different ( t
,
c
, > )

from a standard mean Mo

• the difference between two means
µ. ,µz

(of the distribution

with and without the measure is different from o (t , c , s )

The default assumption is :

The new measure
has no effect ( null hypothesis)

We only believe that the measure has an effect if experiment

date would have a very
low probability 15% ,

1% ) in case

the wall hypotheses were to hotel
.



Technically, the null hypotheses has the form (if it is about the mean) :

µ=µo (µ Ebo , µ Ifo ) ,
or

• fer -Ma =D , ( ten Eyez , fee 242) .

If the null hypothesis lets us conclude that the outcome

of our experiments is unlikely , we adopt the

alternative hypothesis :

ftp.o (µ > Go , µ Cleo ) ,

• ten -me to , ( ten > Ma , fee Cfa) .



Concretely ,

• we fix a low probability level (called
"

significance level
"

) a ,
e. g. a

= 5%
,
a = 1% etc

.

• we take an independent sample of a random variable K of size u

and with average I f)

Suppose , our null hypotheses
is :

• The wean of the distribution hee measure is leo , symbolically

Ho : M
-

-Mo

• Our measurement of It has average I , which is different
fromµ

by Ino - It .

* ) we distinguish now between the outcome of a specific measurement

which leads to a number Ie IR ,
and the approach of taking

measurements and averages in general , modeled by the

RVs tci and I .



So
,

Ho :

µ -µ.
and found Imo - til

we accept It if the probability to see a difference

of size tho - xol is z x
,
under the condition that the

mean of the current
distribution

µ equals eco :

PI IE -not 2 II - not I f- No ] Za .

We reject Ho and accept the alternative hypothesis

Ha : Mtm.

if this probability is a a :

PI IE -not 2 II - not I f- No ] < a
.



If the RV It is normally distributed
,
and we know

the van-

area
E

,
we can effectively perform the test of Ho :

PI IE -

µ . I 2 II
- lol I M= Mo )

normalization

= PEUT 't' z tu l l µ=µ ]
to Niall

= PIIZI ZHIt I µ
-

-

yo ) za

This inequality holds iff

II!l E Zdlz

we call v - Yi"1 the test statistic for this test



Null hypothesis is accepted
if TELE -Mol lies here -

y
U

l l l ll c l l l ll c c c c c c c l l , cllllllin,

"' " " " " " " " " "" " " " "" " ' ' ' ' " " """ "t C" " " " " " "

yy,y,,y, y y, y y ,y ,qggyy,um,y,

r n

l l
Nuh hypothesis is rejected
if Ej LE -Mo ) lies here .



Example 76 : Suppose the normal RV IE has variance 32=4
.

We want to test wheeler K has mean µ = 8 ( i.e . no = 8)
.

We take a sample of size n
-

- A and obtain It = 9.2

The required significance level is
a = 0.05 ( = 5% )

.

The corresponding z - value is

£0.025 = 1.98
.



Example 76 : Suppose the normal RV IE has variance 32=4
.

We want to test wheeler IE has mean µ = 8 ( i.e . no = 8)
.

We take a sample of size n
-

- A and obtain It = 9.2

The required significance level is
a = 0.05 ( = 5% )

.

The corresponding z - value is

£0.025 = 1.98
.

We compute the
test statistic

✓ In =3 = Z . 1.2=1.8
.

Since V L Zo .org ,

we accept the
null hypothesis .



p - Values

Suppose we have the test statistic HT Ej .

'We can computeI look up the probability of a result at

least as extreme as our observation as follows :

pv
= PI IZ l zu ] = 2. PE Z zu]

= 2- ( r . PIE Ev ]) = 2 ( 1 - Ecu)

we call this probability the p -
value of our experiment.

We accept It. if pv za , other
we reject Ho and accept

the alternative hypothesis He .



Example 77 : In Example 76
,
we have computed the

test statistic as

✓ = ÷ III -µ. I = 1-8
.

Then the p
- value is

Pv =p I 2- I > v ]



Example 77 : In Example 76
,
we have computed the

test statistic as

✓ = ÷ III -µ. I = A -8
.

Then the p
- value is

Pv =p I 2- I > v ]

=p I 2- I > 1.83 = 2 PE Z > 1.8 ]

= 2 . 0.036 = 0
. 072

This means, the
wall hypothesis will be rejected

for any significance
level

h s pv = 0.072 = 7.2 %



Two - sided Tests

what we have described right now is a two - sided test.

We reject ko if the probability of I being away from Mo

at least as far as I is less thanx .

Here
,
far away includes far to the right

and far to the left .

Note that the condition for acceptance is equivalent to

E E ( fo
- Fu tall

, pot # Zaz )
The test is called two - sided because it imposes a

tower

and an upper
bound on I

.

Test imposing only an upper or only a lower bound on I

are called one - sided
.



6. 1 One - sided Tests

If we want to check whether a new method leads to

greater values than
the previous ( with mean Mo ) ,

our wall hypothesis should be

Ho : MEMO

that is
,
the mean of the new method is not greater than

the one of the old method.

Given a and the observed average
E
,
we reject Ho if

the probability of seeing an average ZI is
less than a

,
that is :

PEE ZE I r -- no ] ca .



Test Statistic of a One - Sided Test

How can we check that

P E E z E I r
-

- no ] ca .

By normalization , we obtain

PEE ZE I r -- no ] = PETIT t z VI ° I µ
-

-

no ]

PE Z Z VI o l µ
-

-

no ]

The value

✓ = VT# o

or

is the test statistic of this one- sided test
.



p - Value of a
One - sided Test

The p - value corresponding to V, that is
, the probability of E being

at least as extreme as I
,
is

pv = PLZ z v ] = 1 - Ecu) .

Again , the null hypothesis is accepted if

Pu Za

which is equivalent to

V E th

and rejected if

Pv - a ,

which is equivalent to vs Ea
.



If the null hypothesis is

Ito : µ ?Mo

and we have E and X as before
,
then we reject Ho if

PI E EE I µ= Go ] < a
,

which is equivalent to

P Eli ' e- In °lµ=m]

=p Eli e- In - I µ=µ) - e .

Again ,

u = In⇐ is the test statistic .

The corresponding p - value is

6

pv = PI ZE v ] = Iou?
.

We accept Ho if pv Z 2 ( i. e., v z - za ) and accept Ha

otherwise
.



6. 2 Hypothesis Testing with Unknown Variance

The theory is analogous to the one for the case

of known variance ,

the difference being that instead of

• the standard normal distribution Nco
, e ) and

• the variance or

we have to consider

• tu - n ,
the t - distribution with n - n degrees of freedom

• the estimator S2



Example 82 : A worried neighbor claims that students

drive on average 3 litres of beer every night.

To investigate this claim ,
25 randomly selected students are

observed
.

The observations yield :

• a sample mean of 2.91 l

• a sample standard deviation of 0.47 l .

How can we verify the claim ?



Example 82 : A worried neighbor claims that students

drink on average 3 litres of beer every night.

To investigate this claim ,
25 randomly selected students are

observed
.

The observations yield :

• a sample mean of 2.91 l

• a sample standard deviation of 0.47 l .

How can we verify the alarm ?

Null hypothesis : Ho : µ =3
( i - e .

,no
=3)

0.09 0.45

Test statistic : v = In = -5-
= - = 0.9574

0.47 0.47

p
-
value : pv = P[ That 7 v ] = 2 P [ Tey > v] = 0.5479

The experiment is consistent with the hypothesis



Test statistics if variance is unknown

• Two - sided test : u = IT
S

Acceptance if u E tan
,
u - n

• One - sided tests : v = InT
S

Acceptance that µ E µ. if

v z ta
,
u - n

Acceptance that µ E µ. if

V Z ta
,
u - n


